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Abstract: Occupancy control is a fundamental aspect of managing spaces and services effectively. It
aims to ensure safety, compliance with regulations, emergency preparedness, and overall satisfaction for
individuals and businesses. To align with the described need, this paper presents a computer vision based
system for automatic people counting in gates. The system is divided in five stages: video capture, motion
analysis, human detection, human tracking and people counting. A camera captures the top-view image
of the gate and analyze the change or movement in the objects in scene. When motion is detected, the
frame is sent to the object detector, which is a convolutional neural network. Then, a tracking algorithm
analyzes the movement patterns of people. According to the route, it is determined whether the person
arrives or leaves and the count is updated. Two test scenarios are analyzed: the entry of a public bus and a
building gate. The people detection module is tested, showing a mean average precision of 95.2%. Also,
the counting is tested showing an average precision of 96.8%, a recall of 92% and an F1-Score of 94.3%.
Finally, the system performance is evaluated, showing an average processing time of 34.2 ms.

Keywords: Computer vision, deep learning, human detection, convolutional neural network, object
tracking, people counting.
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1. Introduction

The growing population and degree of urbanization has significantly increased the demand for products,
services and public spaces. Scenarios such as roads, public transportation, shopping centers, museums,
markets, sports facilities and buildings, where a large number of people gather, must be appropriately
designed and managed so that people can enjoy them safely [1].

In commercial buildings, excessive crowding results in time delays and has an impact on the user
experience of costumers. Managers and security personnel implement systems that allow them to know the
flow of people and make decisions about available personnel and resources. In addition, regulations must
be followed to ensure the safety of customers, visitors and employees [2].

How to cite this article: Curiel, Daniela; Guerrero, Kevin; Gómez, Diego; Charris, Daniela. A Computer vision based system
for human detection and automatic people counting. Transactions on Energy Systems and Engineering Applications, 5(2):
624, 2024. DOI:10.32397/tesea.vol5.n2.624

Trans. Energy Syst. Eng. Appl., 5(2): 624, 2024 revistas.utb.edu.co/tesea

https://revistas.utb.edu.co/tesea
https://crossmark.crossref.org/dialog/?doi=10.32397/tesea.vol5.n2.624&amp;domain=pdf
https://orcid.org/0000-0002-6317-6818
https://orcid.org/0000-0002-6055-3753
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.32397/tesea.vol5.n2.624
http://dx.doi.org/10.32397/tesea.vol5.n2.624
https://revistas.utb.edu.co/tesea


Transactions on Energy Systems and Engineering Applications, 5(2): 624, 2024 2 of 14

Although in public scenarios such as stadiums, cinemas and museums the ticket offices control the
occupancy, the public transportation system is more unpredictable and delicate. It is exposed to traffic
jams, road maintenance, changes in user demand, among other factors. Thus, passenger counting plays a
vital role in the effective management of routes and buses. In Colombia, most of user complaints in public
transportation systems are associated with excess passengers on buses or delays in some of the services
[3–6]. Therefore, it is necessary to implement effective people counting systems to manage demand and
improve route planning.

Technologies for people counting range from traditional mechanical devices such as tally counters and
turnstiles, to modern electronic solutions such as infrared (IR) sensors, Wi-Fi sensors, radars and cameras
[7]. Each technology responds to specific requirements, however, their efficiency levels vary, resulting in
more cost-effective solutions.

Mechanical devices are considered the oldest approaches. At entrances to shopping centers and stores,
building guards keep track of people arriving and leaving by using a tally counter. It is also used to make
inventories of objects and animals [8,9]. Despite being very cheap, the main disadvantage is that it requires
a person recording the number of people in attendance, therefore, it includes high human error. On the
other hand, mechanical turnstiles are uncomfortable, lead to congestion during peak people flow, and their
effectiveness is compromised because they can be bypassed.

Infrared people counters use two-way infrared rays to count the number of people passing through a
gate [10]. It is easy to install and suitable for narrow accesses. Another alternative is a mat attached to
the floor. The floor surface at the gate is equipped with sensors that detect when someone steps in. Both
systems cause false detections when an obstacle different than a human passes through the gate. On the
other hand, WiFi based-systems detect smartphones connected to count people [11]. They require a WiFi
access point for the users to connect. The data collected is imprecise because it counts only the devices.

Several researchers have expressed an interest in enhancing people counting systems through innovative
technologies including computer vision. Thermal or thermographic cameras detect and capture the infrared
radiation emitted by objects. Unlike traditional cameras that capture visible light, they operate in the infrared
spectrum, allowing them to record temperature variations in the scene [12]. The different temperatures
represented by varying intensities of infrared radiation and translates it into a thermal image. Thermal
cameras can be utilized to detect the presence of individuals based on their body heat signatures, offering a
method for counting passengers in various environments [13]. The authors in [14] propose an occupancy
estimation system based on a low-resolution thermal camera. A similar approach is presented in [15],
where the authors present a pedestrian tracking system using the body temperature of an infrared camera.

Depth cameras provide information about the distance of objects from the camera. They can be used to
determine the number of people by recognizing the spatial arrangement of individuals and their distances
from the camera [16]. In [17], the authors use a depth camera to count passengers in a bus from a top-view
image. Also, in [18], the authors present an automatic people counter in a gate with this camera.

RGB cameras capture and record images in the visible spectrum of light with the combination of
three primary colors: red, green, and blue. RGB cameras are the most common type of cameras used in
everyday devices such as smartphones, digital cameras, and webcams. RGB cameras are versatile and
widely used due to their ability to capture detailed and realistic color information, making them suitable for
a broad range of visual tasks. This technology has been used for counting both in buildings and in public
transportation. The system presented by [19] is designed to track the movement of people in shopping
centers analyze peak hours, while authors in [20] count passengers in a bus using the frontal view of the
bus. Although all these camera technologies can be combined to obtain better results, the ones presented
first (thermal and depth) are more expensive than RGB cameras, therefore, they are less used in counting
applications.
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Deep learning has proven to be particularly effective in image analysis, making it better suited for
certain tasks compared to traditional methods. These models learn to identify complex patterns and features
at different levels of abstraction, making them well-suited for tasks like object detection, segmentation, and
classification. The authors in [21] perform crowd surveillance in streets, while the authors in [20, 22–25]
detect passengers in buses using deep neural networks. It is also possible to use deep learning techniques
to track the detected objects, by complementing the operation with algorithms such as Multiple Object
Tracking (MOT), Simple Online And Realtime Tracking (SORT) [26], FairMOT [27] and TransMOT [28].

Visual Language Models integrate both visual and textual data and provide more powerful tools
to analyze videos. They have been designed to adapt to different contexts. However, they are
considered computationally expensive, since they combine convolutional and recurrent neural networks
with transformers, requiring significant GPU resources and memory [29, 30]. For tasks that involve
processing and analyzing only visual data without any textual input, such as image classification, object
detection, and semantic segmentation, CNNs are typically more efficient and effective, especially for
tasks where text understanding is not necessary. In scenarios where only visual information needs to be
processed, CNN can lead to faster inference times and lower resource requirements.

Although many computer vision technologies have been used to address this problem, factors such as
camera location, angle, and resolution may cause improper operation of the counting system. Furthermore,
continuous operation must be guaranteed and available resources must be optimized. As a result, is
important to choose a suitable embedded platform and monitor its performance metrics. To align with the
described need, this paper presents a computer vision based system for automatic people counting in gates.
The authors complemented the Automatic Passenger Counter presented in [31] for the bus transportation
system in the city of Pereira, Colombia. In addition to modifying the architecture to reduce processing
costs, the execution time of each of the modules is analyzed to determine possible bottlenecks and showing
a continuous operation in the selected embedded platform. The document is structured as follows: Section
2 details the system and the modules that compose it. Then, Section 3 shows the experimental results of the
tests in the detection module and overall operation. Section 4 discusses the system performance and the
conclusions are shown in Section 5.

2. Methods and Materials

After reviewing the different technologies and studies carried out in automatic people counting, as well
as their advantages and limitations, the authors propose a computer vision based system. To improve the
counting performance in an embedded platform, the architecture presented in [31] is modified by adding a
motion detection algorithm. As a result, the system is composed of five modules: capture, motion detection,
object detection, counting, and tracking. The modules are organized into two processing threads (T1 and
T2), as presented in Figure 1.

In T1, the system connects to the camera or video, extracts the frames and a performs the motion
detection algorithm. If a significant change is detected in the image pixels, the frame is saved in the buffer
so that it can be processed by T2. On the other hand, the buffer is constantly revised in T2. If a new frame
is stored, the system activates the object detection, tracking and counting operations. A detailed description
of each module is presented as follows.

2.1. Video Capture

Due to its advantages over other camera technologies, an RGB camera is used to analyze the flow of
people from a top-view of the entrance. Taking into account works such as [17, 20, 22, 24, 31], the camera
is placed at the upper part of the portal with the lens pointing towards the floor, as shown in Figure 2 for
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Figure 1. Code Flowchart.

Figure 2. Location and angle of camera in a) building gate and b) bus gate.

the selected test scenarios. The image obtained from the camera with this location and angle is evident in
Figure 3.

The camera provides a resolution of 1280x720 pixels and 30 frames per second (FPS). Then, the video
capture module connects to it to obtain the frames by using OpenCV libraries. This module also receives
pre-recorded videofiles and image sequences as input.

For the bus gate, the dataset of videos was collected in public buses in the city of Pereira under
the execution of projects with the Ministry of Science, Technology, and Innovation of the Colombian
Government and Universidad del Norte. On the other hand, in the case of the building gate videos, the
people used for this study were volunteers from the Engineering College. The people involved in this study
received informed consent about the use of their visual information delivered through the cameras.
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Figure 3. Camera view in a) building gate and b) bus gate.

2.2. Motion Detection

One of the main bottlenecks of computer vision technologies is the high computational cost involved
in image operations. If algorithms are complex, the load on the platform and the processing time will be
greater. In the case of a modular system, such as the one proposed, the failure or delay in a module has a
direct impact on the performance of the entire system.

In the test scenarios, it is possible to find times of the day when there is no flow of people and the image
obtained by the camera is completely still. However, the system proposed in [31] performs complete and
uninterrupted operation as the system is constantly searching for people in the image. Decreasing the FPS
of the camera is not feasible because when a person passes the portal there will be fewer frames to analyze.
Thus, the authors propose to implement a motion detection algorithm, which does run uninterrupted, but
requires a lower computational cost. It sends frames to be analyzed only when necessary.

Motion detection is widely used in security systems, traffic analysis on highways, object tracking,
people counting, among others. There is a variety of methods to perform motion detection, however, the
most common is background extraction. It assumes that the background does not change over between
consecutive frames and elements that are not static can be detected in the video because the pixels move
through the frame. In order to counteract lighting changes that affect the appearance of the background,
probabilistic methods are implemented to analyze the distribution of pixels in the image and distinguish
between actual motion and shadowing. For its implementation, the Gaussian Mixture Model-based
foreground and background segmentation is performed [32–34].

Despite more complex methods are very powerful to perform background extraction, are considered
computationally expensive. Considering that in this approach the camera is mounted and fixed, and the end
goal is to deploy the system in an embedded platform, the numerical difference between the pixels of two
consecutive frames is used to detect motion. With this, the percentage of change in the image is calculated
and if this exceeds a threshold, the current frame is sent to analyze.

2.3. Human Detection

Object detection methodologies has evolved from conventional approaches such as Viola-Jones [35]
and HOG detectors [36] to deep learning methods such as Single Shot Detector (SSD) [37] and You
Only Look Once (YOLO) [23]. Following an exhaustive research of techniques for human detection, a
neural network-based object detector is chosen. Taking into account compatibility and resources with
C++ programming language, the Darknet framework is used to fine-tune different YOLO versions. YOLO
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distinguishes itself by its proficiency in efficiently detecting individuals through the processing of entire
images using a singular neural network.

Since the system is expected to be executed in an embedded platform, several versions of YOLO-tiny
are compared, which have the same updates between versions but with fewer convolutional layers. For this,
the test is to fine-tune the versions YOLOv2-tiny, YOLOv3-tiny, YOLOv4-tiny and YOLOv7-tiny with
the same test dataset and compare metrics such as Mean Average Precision (mAP) and mean Intersection
over Union (IoU). The dataset, as described in [31], comprises videos sourced from the public transport
system in the city of Pereira. Images with different operational conditions are extracted from these videos
and annotated to indicate passenger locations. Situations such as people with hats, bags, umbrellas and
accessories in general, as well as different heights and hair types were addressed in the fine-tuning process
of the object detection model. Creating a diverse dataset was crucial to ensure the ability to generalize
well to new and unseen data. Thus, we included a wide variety of examples that cover different scenarios,
angles, lighting conditions, backgrounds, etc. Considering that our approach is based on a deep learning
model, it was necessary to tackle this problem from the object detection model. Thus, in the testing process,
70% of the dataset was randomly chosen for training, 15% for validation and 15% for testing. Then, the
versions are fine-tuned in a NVIDIA RTX2080. The comparison is shown in Table 1.

Table 1. Results of different fine-tuned YOLO-tiny models.

Model mAP mIoU # of conv. layers

YoloV2-tiny 89.7% 55.9% 9
YoloV3-tiny 92.1% 58.5% 13
YoloV4-tiny 95.2% 57.9% 21
Yolov7-tiny 98.4% 66.1% 58

Although the most advanced version of YOLO has a better performance, the number of convolutional
layers makes its computational cost very high. Considering the metrics, YOLOv4-tiny is selected. With
the trained model, the detection stage is executed in a second processing thread. It runs through the frame
vector that is being filled by the video capture stage. Necessary files include the trained weights of the
YOLO model, the list of classes (only "person"), and the configuration file. The output of the network
consists of the detection (object location and probability). By setting a probability threshold of 80% person,
favorable detections are selected, as shown in Figure 4.

Figure 4. Visualization of object location and probability
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2.4. Object Tracking

Following the detection stage, this phase utilizes the Optical Flow by Lucas Kanade as the tracking
algorithm. This choice is made due to its capability to provide comprehensive motion information for
two successive frames [38]. From the detection stage, bounding boxes are extracted used to calculate the
centroid point of the detection. Then, it is assigned to a tracker, which saves the route. Both, route and
current centroid position are shown in Figure 5.

Figure 5. Visualization of bounding box centroid and tracker route.

Although within the scenarios it is expected that only one person passes at a time, it is possible that
we have high attendance or people entering at the same time. Tracking algorithms are designed to handle
multiple detections by distinguishing between different objects, maintaining identity over time, and dealing
with occlusions and interactions. Our approach matches detections to existing trackers based on a distance
metric between the centroids of the detections and a route. Thus, if two or more people pass through the
frame at the same time, the tracking algorithm can identify and assign the closest detection to the closest
tracker, allowing a number greater than one of objects to exist within the frame.

2.5. People Counting

The trajectory of each tracker is evaluated across two consecutive frames, considering three possibilities:
the route goes from the upper zone to the lower zone, the route goes from the lower zone to the upper zone,
or exhibits no positional changes. For that, specific zones and thresholds within the image are established
and presented in Figure 6. This logic can be applied to any type of entry and exit portal, and under any
configuration.

Coordinates for both a starting point (P0) and an ending point (P1) are derived from the trajectory across
two frames. If P0 falls within the upper zone and P1 surpasses the threshold into the lower zone, leads to
an increment in the counter from upper to lower. Conversely, if P0 is in the lower zone, and P1 surpasses
the threshold into the upper zone, there is a counter increase between lower to upper zone. Instances where
the individual does not transition between zones, i.e., doesn’t surpass the threshold, are not counted by the
system. Figure 7 illustrates examples of the counting system.

The thresholds for selecting when a person left or entered are based on the boundary of the access
door seen from the camera angle. Considering that the tracking module evaluates the centroids of the
detections, that is, the centroids of the people seen from above, these thresholds were calibrated manually
considering the location of the camera and the route followed by the people entering and exiting the gate.
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Figure 6. Zone delimitation.

Figure 7. a) Exit b) Entry c) Not counted.
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An inappropriate calibration of these thresholds would cause a person to be counted entering or leaving
without having completely passed the gate.

Since the system is expected to be uninterrupted in the test scenarios: building doors and buses, it is
necessary that the processing core supports this continuous operation. Embedded systems are essential
in due to their real-time processing capabilities, integration capabilities, reliability, compact size, cost
efficiency, customization options, dedicated functionality, and durability in challenging environments. They
provide a solid foundation for building efficient and robust automation solutions tailored to the needs
of industrial processes. Therefore, it is proposed to use an Axiomtek industrial computer. The selected
computer has an Intel Core i7 processor and 16GB of RAM.

Despite devices such as the Raspberry Pi or the NVIDIA Jetson Nano are excellent for prototyping,
educational purposes, and low-cost projects, the scenarios proposed require enhanced reliability,
performance, and longevity for the embedded platform. Industrial computers are built with high-quality,
industrial-grade components designed to withstand harsh environments, including extreme temperatures,
humidity, dust, and vibrations. They are designed for continuous operation and have a longer life-cycle.

Figure 8 shows all the components of the proposed system. For the fine tuning stage of the object
detection module (Figure 8.a.), a computer with the graphics card is used, which receives the images for
training as input and produces the deep learning model files. These files are transferred to the embedded
platform and used to analyze the videos or camera stream, as presented in Figure 8.b.

Finally, sending the files over the Internet was not considered either, since this implied having an
Internet connection and additional costs of transmitting the information and hosting the object detection
model on a web server in the cloud.

Figure 8. Block diagram for a) fine-tuning process b) production in embedded platform.

3. Experimental Tests and Results

To evaluate the counting system and perform comparisons with the approach presented in [31], an
experimental design is implemented to assess performance across various metrics [39]. The public
transportation system in the city of Pereira is used for testing. 47 videos of 30 seconds recorded at 25 FPS
are analyzed. Thus, a camera installed in a gate of a building from Universidad del Norte is used to test the
system in real time.
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The following concepts are defined:

• True positives (TP): correct entry or exit reported
• False Positives (FP): incorrect entry or exit reported
• False negatives (FN): no input or output is reported (incorrectly)

Additionally, precision, recall, and F1-score metrics are defined as

precision =
TP

TP + FP
, , (1)

recall =
TP

TP + FN
, , (2)

Fscore =
2 ∗ precision ∗ recall

precision + recall
. (3)

In order to facilitate a comprehensive comparison, it was imperative to manually determine the exact
count of individuals in each video. The resulting data is tabulated, with each row corresponding to a video
frame. This information is compared with the values obtained from the proposed approach. The table
included entries for the actual count of people entering and exiting, the system-generated count, TP, FP and
FN for each video segment, along with corresponding calculations of precision, recall, and F-value.

Percentage values of the validation metrics were obtained, as well as their respective confidence intervals.
They are displayed in Figure 9.

Figure 9. Confidence intervals for precision, recall and F1-score.

The metrics presented correspond to the evaluation of the system in the pre-recorded videos of the
public bus transportation system in the city of Pereira. A proof of concept of the system was carried out on
a building gate, however, no formal metrics were taken from it. Also, Table 2 show the average system
performance metrics taken from the tests.

The metrics given in Table 2 were obtained directly on the embedded device using C++ timing libraries.
In the code, the execution time of each block of instructions corresponding to each module was measured
and saved through the system logs. At the end the average of the metrics in all the videos was computed.
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Table 2. Performance metrics of the system.

Metrics Average Value

FPS 29.2
Capture time 4.6 ms
Motion time 0.7 ms
Detection time 27 ms
Tracking time 1.3 ms
Counting time 0.6 ms
Total time 34.2 ms

4. Discussion

In contrast to the approach presented in [31], notable distinctions arise. With the selection of the
Darknet framework for object detection and the comprehensive evaluation of different YOLO versions,
YOLOv4-tiny is selected for the implementation. Despite YOLOv7-tiny shows higher mAP (98.4%) and
mIoU (66.1%) in the testing images, the amount of convolutional layers stands out as a disadvantage. This
number increases the amount of mathematical operations in the images and, consequently, the processing
time per frame. Considering that the system is designed with continuous operation with a camera of 30FPS,
a proper relationship between performance and inference time is found with YOLOv4-tiny.

Then, when the entire system is evaluated, the average values of precision (96.8%), recall (92%) and
F1-score (94.4%) show a proper operation of the counting with a confidence level of 95%. The precision
remains over 95%, that is, the number of false positives is low. On the other hand, the lowest metric is
recall, reflecting failures in the system by not counting people. Analyzing the videos and specific cases,
this situation is mainly evidenced in the simultaneous passage of several people in opposite directions and
children. Therefore, the F1-score that combines both precision and recall is calculated.

Regarding the embedded platform, the processing time for each stage is measured and analyzed. Among
all the stages, the object detection part shows the highest processing time, due to the convolutional neural
network. Despite the motion detection algorithm uses the entire frame, the mathematical operations are
simple and the processing time is low. The tracking and counting modules does not use the image as source
of information, They analyze the routes and centroids of detections. Thus, the processing time is low. With
all the stages, the system takes 34.2ms to process a frame, resulting in 29.2 FPS of continuous operation.
However, since the motion detection stage filters some frames, the difference between the camera and
system FPS is compensated. In the worst cases, a delay of a milliseconds is be generated in the counting,
which would stabilize when the frame becomes static again and is not visible for human.

5. Conclusions

This work presents a system for human detection and automatic people counting in gates through the
utilization of cameras as sensors. An RGB camera is selected for video capture due to its ability to capture
comprehensive visual data. The investigation involves the exploration and testing of various deep learning
and computer algorithms. To achieve accurate recognition of individuals in public transportation, the
YOLOv4-tiny convolutional neural network is fine-tuned for detection using top-view imagery. Additionally,
a Visual Optical Flow tracking algorithm is implemented to identify the position and movement of people,
facilitating precise passenger counting.

The performance of the system is evaluated, showing an average precision of 96.8%, a recall of 92%,
and an F1-score of 94.4% in the counting process. These metrics, with a 95% confidence level, validate the
chosen technologies. Also, performance metrics in the selected platform show an average processing time
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of 34.2ms and 29.2 FPS. As future work, mathematical operations on images and neural network inference
can be optimized with CPU libraries such as AVX, GStreamer and OpenCL.
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